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Background

Surprisal reflects the contextual (im)probability of an event

Terminology: Surprisal = information content = information load = (un)predictability
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Surprisal predicts linguistic disambiguation

3Hale, 2001, NAACL



Surprisal predicts human behavior
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But how does surprisal influence behavior?
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Tal Linzen



The horse raced past the barn fell
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Bever, 1970, Cognition and the Development of Language



The horse which was raced past the barn fell

8

Bever, 1970, Cognition and the Development of Language
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Theorized disambiguation mechanisms
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H1: Serial tree surgery

Frazier & Rayner, 1982, Cognitive Psychology
Pritchett, 1988, Language
Lewis, 1998, Reanalysis in Sentence Processing
Sturt et al., 1999, J. Memory and Language



Theorized disambiguation mechanisms
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H1: Serial tree surgery

Frazier & Rayner, 1982, Cognitive Psychology
Pritchett, 1988, Language
Lewis, 1998, Reanalysis in Sentence Processing
Sturt et al., 1999, J. Memory and Language



Theorized disambiguation mechanisms

H2: Parallel reranking
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Just & Carpenter, 1992, Psychological Review
Hale, 2001, NAACL
Levy, 2013, Sentence Processing



Theorized disambiguation mechanisms

H2: Parallel reranking
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Theorized disambiguation mechanisms
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H2: Parallel reranking

Just & Carpenter, 1992, Psychological Review
Hale, 2001, NAACL
Levy, 2013, Sentence Processing



NNs can predict garden path existence
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van Schijndel & Linzen, 2018, Proc CogSci
Futrell et al., 2019, Proc NAACL

Frank & Hoeks, 2019, Proc CogSci
Davis & van Schijndel, 2020, Proc CogSci



NNs can predict garden path existence

      Look beyond garden path existence to garden path magnitude
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Surprisal is linearly related to reading times!
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Smith and Levy, 2013, Cognition



Surprisal is linearly related to reading times!
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Smith and Levy, 2013, Cognition



WikiRNN:
  Gulordava et al. (2018) LSTM
  Data: Wikipedia (80M words)

SoapRNN:
  2-layer LSTM (Same parameters as WikiRNN)
  Data: Corpus of American Soap Operas (80M words; Davies, 2011)

19



Mapping probs to reading times

Reading Time Data (SPR; Prasad and Linzen, 2019)

● 80 simple sentences (fillers)
● 224 participants
● 1000 words / participant

Linear Mixed Regression

time ~ text position + word length x frequency + … + predictabilityt
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Three Garden Paths
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Three Garden Paths
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                 The horse raced past the barn fell

The horse which was raced past the barn fell
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Bever, 1970, Cognition and the Development of Language



NNs have human-like garden path interpretations
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NNs have human-like garden path interpretations

26



Surprisal is unable to predict effect magnitude
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Surprisal is unable to predict effect magnitude
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Each construction produces different behavior
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Each construction produces different behavior
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Paper Conclusions

● Neural networks capture expected garden path interpretations

● Conversion rates are fairly similar, but all underestimate human responses

● Different garden paths exhibit different timecourses

● Suggests human responses influenced by factors beyond predictability
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Under ReviewDeb Bhattacharya



What is code-switching
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Matrix Language Embedded Language



Surprisal influences code-switching

Surprising continuations are more likely to be code-switched

Why would this be?
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MyslÍn and Levy, 2015, Language
Calvillo et al., 2020, EMNLP



Hypothesized mechanisms for surprisal influence

H1: Speaker-driven code-switching

35

I am …

feliz

happy



Hypothesized mechanisms for surprisal influence

H2: Audience-driven code-switching
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I am …

feliz

happy



Hypothesized mechanisms for surprisal influence

H1: Speaker-driven code-switching

Prediction: Embedded surprisal < Matrix surprisal

H2: Audience-driven code-switching

Prediction: Matrix surprisal ≤ Embedded surprisal
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Code-switching data
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Code-switching data
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Replication: Surprisal is correlated with code-switching
Unigram surprisal (frequency), 5-gram surprisal: Chinese Wikipedia (35 million tokens)
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Code-switching model to test our hypotheses
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Corpus expansion
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We 
generated 

English 
machine 

translations



CS1 English is more complex than monolingual English
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CS1 English is more complex than monolingual English
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What is the relative complexity of CS1 
English compared with CS1 Chinese?
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CS1 English is more complex than CS1 Chinese
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Paper Conclusions

Surprisal has an audience-driven influence on code-switching

● Code-switching is correlated with high surprisal, 
but code-switches tend to be more complex than monolingual speech

● Suggests speakers use code-switching to signal complexity for listeners,
rather than necessarily finding it more salient for themselves
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Talk conclusions

● Surprisal underestimates human behavioral responses

● There are additional repair mechanisms beyond re-ranking

● At areas of high surprisal, code-switching is used to signal to the audience 
about the area of high complexity
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Thanks!

Tal Linzen Deb Bhattacharya

C.Psyd

Cornell NLP


